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Abstract

Oiften, robotics has faled to meet industry sxpectations because programming robots
i5 tedious, requires specialists; and often does not provide enough real flexibility to be
worth the investrment. In order to advance beyond a possible robatics plateau, an
integrating technalogy will need to emerpe that can take advantage of complex new
robotic capabilities while making systems easier for nonrobotics pecple to use. This
research introduces virtual tooks with robotic attnbutes, and coflaborative control con-
cepts, that enable experts in areas other than robotics to simply point and direct so-
phisticated robots and machines to do new tasks. A system of robots that are directed
using such virtual tools is now in place at the Pennsylvania State University (Penn
State) and has been replicated at Sandia Mational Laboratories. (Mpeg movies fram
the Penn State Virtual Tocls and Robotics Laboratory are at httpdfvirtuoso.psu.edu/
mpeg pagehtrml) Virtual tools, which appear as graphic representations of robot end-
effectors interwoven into lve video, carry robotic attributes that define trajectory de-
tails and determine how to interpret sensor readings for a particular type of task. An
operaton, or tearn of experts, directs robot tasks by virtually placing these tool icons in
the scene. The operaton(s) direct tacks involing attributes in the same natural way
that supervisors direct human subordinates to, for example, "put that thers,” "dig
there,” “cut there,” and “grind there.” In this human-machine interface, operators do
not teach entire tasks via wirtual telemanipulation. They define key action peints. The
virtual toal attributes allow operators to stay at a supervisory level, deing what hu-
mans can do best in terms of task perceptualization, while robots plan approprate
trajectones and a vanety of tool-dependent executions, MNeither the task experts (eg,,
in hazardous environments) nor the plant supervisors (&g, in remote manufactunng
apphications) must tum over control to specalized robot technidans for long periods,
Within this concept, shutting down a plant to reprogram robots 1o produce a new
product, for examiple, is no longer required. Further, even though several key collabo-
rators may be in different cities for a particular application, they may work with other
experts over a project net that is formed for a particutar mission, (Ve link simply by
sending video frames over Netscape.) Using a shared set of wrtual tools displayed
simuitanecusly on each of the collaborator worlstations, experts virtually enter a
common videographic scene to direct portions of a task while graphically and verbally
discussing altemnatives with the other experts. In the process of achieving collaborative
consensus, the robots are automatically programmed as a byproduct of using the vir-
tual tools to decide what should be done and where, The robots can immediately
execute the task for all to see once consensus is reached. Virtual tools and their at-
tributes achieve robotic flexibility without requinng specialized programming or tele-
rmanipulation on the part of in situ operators. By sharing the virtual tools over project
nets, nancollocated experts may now contribute to mobot and intelligent machine
tasks. To date, we have used virtual tools to direct a large gantry robot at Sandia Ma-
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Figure 1. The Vimual Tools class of robatics is interocive, ke

telemanipulction, et uses feataes such oF outomatic graspng and
trgyeciony’ plonning that are narmaly assocated with dutonamy

tional Laboratonies from Penn State. We will soon have mul-
tiple collaborators sharing the virtual tools remotely, with a
protocol for participants to take turns placing and maving
wirtual tools to define partions of complex: tasks in other in-
dustrial, space-telerobotic, and educational environments,
Attributes from-each area of robotics research are emvisioned
with virtual tools as a repository for combining these inde-
pendently developed robotic capabilities into integrated enti-
ties that are easy for an operator to understand, use, and
modify.

| Introduction

The dominant paradigms in robotics have been
telemanipulation and detached autonomy (Figure 1). In
the past these have often been mutually exclusive alter-
natives. The first, a manual control paradigm, is often
tedious but has the good feature of human interaction,
which accommodares unstructuredness in the work-
space. By contrast, the purely autonomous paradigm
{actually a misnomer!), gives an aperator free time for
observation and planning during execution, but pre-
cludes real-time human involvement. It also requires
extensive pretask human involvement in the form of
teaching the robot how to recognize situarions and per-
form requisite tasks, or it requires human involvement in
directly programming explicit actions for remote execu-
ton.

Both of the traditional robortics paradigms of telema-
nipulation and autonomy fequently overuse valuable

1. For true auronomy, operators would simply instruct robots to
“earn a living" and the robots would sponmaneously configure them-
selves for profitable acdvity, Robodcists generally aspire to & more re-
stricted view of autonomy, however, where human involvement i Bm-
ited merely 1o a penod before task execution.

—

human resources, when, in a number of forms, 2 more
etficient human-machine relationship 15 clearly achiev-
able and vastly superior. The Virtual Tools and Robotics
Laboratory within the Pennsylvania State Universicy
{Penn State) Industrial and Manufacturing Engineering
(IME) Department is developing a hybrid virtual tools
interface for hazardous waste remediation (funded by
the Sandia Natdonal Laboratories); space exploration (in
collaboration with the National Aeronaurics and Space
Administradon Ames Besearch Center); and flexible
manufacturing (sponsored by the National Science
Foundation).

The virtual tools interfice promises to combine the
best features of each robotics paradigm without ineur.
ring the disadvantages of either. The important interac-
tive element of telemanipulation is achieved without the
encumbrance of manual control, and artificially inrelli-
gent elements of autonomy are incorporated without
sacrificing online interactvity.

In the Virtual Tools concept (Figure 2, and clariffing
Figures 3 and 4), an operator selects a virrual wool by
“clicking" with a computer mouse on its icon in a
graphical tool box. This acton causes a graphically re
dered representation of the real tool to pop up in the
scene and be interwoven with live video at a correlaton
depth defined by camera-object tiangulation.

To achieve depth correlaton for the virtual tools in an
interwoven videographic world, objects of interest are
pinpointed with a mouse click in each of two camera
views, At this tnangulation depth in the live scene, a
transparent correlation plane is created such thar virnual
tools passing through it will progressively turn from
solid to wireframe rendering. The virtual tools thus
functionally appear to engulf objects of interest as they
approach,

The operator reaches into this interwoven video-
graphic scene, with an animated representation of his or
her hand, to grab the virtual tool. The operator controls
the animated hand with an inscrumented glove worm on
his or her left hand. The instrumented glove tracks fin-
ger angles and 3D position of the wrist and reflects this
spatial reladonship for the animated hand on the moni-
tor. The operator grabs the disembodied virtual tool by
placing the animated hand near the virmual tool at the
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Figure 1. A vwriuol toal such a5 o gnpper 3 selected (from tools m top-aft frarme). It appears in five widen and & controdlad with a Cyberglove
(bottom left). Destinations appear in two pan-if camera views {top nghil. A pesture directs the mbor to grasp on abject os orentad and the mboz

proceeds (o exgcute the task (bottom nght)

proper depth in the scene while clenching his or her
gloved fingers. From a comfortable angle an operator
may then place and release the virtual tool in any onen-

tation and position in the interwoven wvideagraphic envi-

ronment. ([fa picture 15 worth one thousand words,
the mpeg movies of this, at hetp: / irtuose psu.edu/
mpeg_page.html, are worth more than one thousand ).
Like a craftsman placing real tools in any location in a
workshop, an operator defines a rask by placing a virtual

tool in.one or mare locations while making pistol-shoat-

ing gestures with the forefinger of the instrumented

glove. The pistol-shooting gesture mimics a gunman
wha aims a pistol and then pulls the trigger when the
pistol is properly aligned. This tiggering gesture causes
the robot to move to the destnadon and assume the
orientarion specified by the virrual tool as placed in the
seene.

As a supervisor, the operator using virtual tools does
not telemanipulate bur merely specifies where and in
what onientation objects should be handled. The robor
then calculates a trajectory and exccures the sk o
achieve the specified goal(s) in accordance with the vir-

dips 5§
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rual tool’s attnbures. The virtual tool attributes include
how to acquire the real ool (eg., o a wool holder)
and, most importanty, how to use that tool given dy
namic, kinematc, machine vision, and other constraints.
An excavation tool, for example, may be given atcributes
for tool acquisition, dig-point approach procedure,
switching strategy from position control to force control
upon contact with the ground, and a method for raising
the end-effector slightly if sensors detect collisions with
subsurface rocks. Attnibutes are brought together to
constitute a virtual tool version {or flavar), Yet the hu-
man simply directs the robort to “dig there™.

Since the virmal tools have been configured as graphi-
cally disembodied end-effectors and other virtual ent-
ties, & non-robot expert (e.g., the nuclear waste special-
ist, geologist, or plant supervisor) can now pick out a
desired tool and quickly and inmuitvely specify tasks in-
volving common sense about the real tool and its at-
tributes without a lot of specialized training. Even if the
robot is a long flexible boom (e.g.; for cleaning the in-
side of radioactve storage ranks) or a six-legged walking
robot (e.g., for traversing rough Martian rerrain ), the
humans involved in directing the robots need ooly con-
cern themselves with where to place the end-effector(s).
By making use of advanced robotic navigation and
grasping capabilities while preserving the intrinsically
human aspect of interactive task modification, the robot
becomes facile without being a hindrance to the opera-
tors. Incidental links and joints are only considered if the
robot plans an unacceptable path that the collaborators
must interactively alter before execution.

More than one robot may now be simultaneously
controlled by a single operator if tasks are routine, in this
concept, and multiple operators can virtually collaborate
to decide what individual robots should do at a given
time in complex situations. Each robot proposes its own
trajectones to achieve the human specified goals. After
the interactive specificaion phase, in which the robot is
directed o do a task using the virtual wols, the human
merely previews the plan, currently in Deneb’s TeleGrip
simulation package, and then approves or improves the
plan before final execution.

Finally, while virrual tools allow a natural human-
machine intecface for initiating real-time “put that

there™ actvities in unstructured enviconments, where o
models exist, the virtual tools may also be used to assise
the process of model building using phrases such as
“that barrel is rusted there,” and “that rock is of geo-
logical interest there," and “‘that snap-clip goes in the
assembly there.” Such ragging information may be use-
ful for subsequent artificially intelligent agents as need
arises for more structured understanding of the environ-
ment. Virtual ool attributes are loosely considered
agents when decision making is performed.

The virtual tools “put that there™ concept is being
implemented such that the operator achieves what may
be called functional presence in a robotc environment,
For functional presence, the operator may avoid the dy-
namic and kinematic encumbrances of wraditonal pres-
ence. Traditional presence generally assumes telema-
nipulative identity with the robot itself. When an
operator dons an instrumented glove to specify points in
the live video scene and place attnbute-rich virtual tools
that engulf objects, there is human-cbject interacton
more than human-robot interaction per se. The robot
path is autonomously generated. The human is con-
cerned, instead, with final placement of objects, a resul
that is generally of primary importance and often in-
volves enough thought and judgment to fully tax the
operator without requiring him or her to also drive each
link en route,

Paper Outline: To give the reader familiarity with
what is meant by virtual tools, this paper first introduces,
by example, the concepts of virtual tools, atrributes, and
collaborative control. This is done first for the case of
hazardous waste remediation. The paper then intro-
duces, again by example, several additional virtual ool
attributes for the cases of die grinding and workpiece
inspection. With an understanding of the virtual tools
concept, the reader proceeds to section 2 of this paper
covering parent research and other background histon-
cal research. While the concepr of virtual tools is unigue;
and the idea of attaching artributes to these virtual tools
to support supervisory and collaborative control is un-
precedented, this work shares a great deal with parallel
and complementary efforts in other telerobotics re-
search. [n sections 3 and 4, strategic supervisory control
and virtual authenticity are discussed as two central top-
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ics related o the vietual tools concepr. Sections 5 and 6,
respectively, focus an implementaton details and on sev-
eral virtual toal areribures not covered cardier. A major
frrcus section, section 7, describes how virtual tools cGin
achieve remote collaboration in flexible manufactunng,
where the case of collaborative control in high-vanability
low-quantity manufacturing situations using virtual
tools, is explored. The paper ends section 8 with a sum-
mary, some conclusions, and formal acknowledgment of
CUF SPONSOTS,

The intent of this paper is to present the virtual tools
concept both in its broad vision and from the point of
view of current implementation. Several doctoral theses
and additional technical journal articles have been writ-
ten, to go with this capstone paper, by those in our Vir-
tual Tools and Robotics Laboratory at Penn State. These
are referenced at various places thoughour the paper and
they focus on analytical and experimental developments
for a few of the virtual tool attributes. These papers pro-
vide greater technical detail in machine vision, naviga-
tion, experimentation, and control. Because they are
separately published, or in press, the bulk of the analysis
from these papers is not included here. The broad vision
approach of this paper avoids overemphasis on any cur-
rent attribute so thar the virmal tools concept iself can
be explored.

1.1 Virtual Tools in Hazardous Waste
Remediation

Large tanks filled with radioactive items comprise
tank farms in Hanford, Washington thar are leaking. The
Department of Energy (DOE) is sponsoring a major
cleanup program to remove the contents of these tanks
to transport the waste to safer storage locations. As part
of a University Research and Development program run
by Sandia Nadonal Laboratories for the Department of
Energy, the Virrual Tools and Robotics Laboratory at
Penn State is developing virtual tools with which o re-
motely control robots inside the tanks. In 1996, Penn
Stare transferred technology including several virtual
tools to Sandia, chus enabling a local operator (at San-
dia) and /or a remote operator (in Pennsylvania) to use
virtual tools to direct a Sandia gantry robot to expose

sermburried steel plates deposited into a tank ot sandy
shucle (Figure A1 m addendum). The operator placed
virtual suctioning and magnetic gripping tools aver the
objects as seen i nearly real-rime video to specify tasks
in the unstructured environment. Atcnburces of the suc-
noning and gnpping tools involved scripts that caused,
respectively, rectangular surfaces to be exposed at any
slanted angle during suctioning, and surface normals to
be followed to the plane of the object during magnetic
gripping in accordance with virtual tool position and
orientation as placed in the scene. Other virtual tools
being designed include a conventonal opposing-jaw
Bripper, a cutter, 4 sensor suite, and a reconnaissance
camera. Each virtual tool is selected from a ool box and
placed in desired positions within unstructured live-
video scenes, such as those within the leaking single shell
tanks, to define robotic tasks.

In our mock-up of the single-shell tank environment
at Penn State (Figure 3), a Puma 560 robot is direcred
to perform tasks in a sandpit. The virmual tools rotate
and translate in proper perspective anywhere in a three-
dimensional graphic workspace that is interwoven with
live video scenes of unstructured items strewn randomly,
The interweaving of video and graphics to achieve depth
correlation is done on our Silicon Graphics Indigo work-
station with a Galileo video board. The operaror sces
through the wireframe portion of the gripper to sce the
object of interest inside the jaws of the gripper during
virrual tool grasping (Figure 4). Features such as wire-
framing beyond the correlation plane, and a small cen-
tering ball that is pare of the virtual gripper located be-
rween the two gripper jaws, contribute to what is
actually an enhanced reality, where the operator sees
more than would be possible in his or her natural physi-
cal world. While a real gripper, for example, would dis-
appcar completely from view in some cases (e.g., when
penetrating into rank sludge), virtual tools remain visible
as an outline when they pass behind objects in the scene.
Likewise, the virtual centering ball improves tool place-
ment.

The operator wears a left-handed Cyberglove that is
instrumented with electronic resistance elements in each
finger joint for recognizing geswres. A Polhemus sensor
on the wrist relays posidon and orientagon of the wrist
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Figure 3. Vinud tools are used to direct mbotic ocovioes in d single-she hazorous-waostetank mack-up. The remote operoior vews two video
views of the real scene and specifies abjects and locgtions of intesrest simuitaneously in those scenes.

relarive to magnetic ficlds created by a small source un-
der the table, Both wrist position and finger articulation
are graphically represented on the workstanon by dis-
playing the animated hand. When an operator wearing
the instrumented glove reaches into the scene and grabs
a virtual tool with the animared hand, he or she may vir-
tually move the tool around in full perspective. If the
aperator pushes the virtual tool deep into the work-
space, for example, the virtual ool and graphic represen-
tation of the hand recede to appropriate size just as a real
tool in a craftsman’s hand would appear to shrink when
traveling back into the video scene. Our graphics pro-
gram constructs virtual views from the same viewing
angles that the camera pan and tilt encoders report so
that all graphics are realistic in size and appearance. A
typical object of interest in the scencisa piece of pipe
section that has been cut from a longer cooling line in a

storage tank. (Perhaps the loose chunk of pipe is the re-
sult of a task previously specified using a virtual pipe-
cutting tool.) The gripper must now pick up the piece of
pipe. A simple mouse click on the same locaion in each
view causes the cameras to quickly drive themselves to
center upon the same specified part of the object of in-
terest in both pan and tilt. A software zooming feature
also enlarges a portion of the scene encompassing the
object.

Once the operator targets the piece of pipe, causing
the cameras to center upon that object in each view; the
pan and tlt angles of the two cameras are recarded for
triangulating object coordinates. [t is at this position and
depth that the disembodied virtual tool pops into view
when selected. This efficient, minimalist approach to the
graphics, raking advantage of the live video scene to pro-
vide scene detail, is based on establishing this key point
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A real
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toal.
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Figure 4. A comelation cut-plane, at a depth determined by camen tnanguiation, aflews graphically represented robat end-effectors to be guided
refative to chjects in o five video scene, Thus o virtual tood, such o3 the mbat gripper shown, appears o disappear behind o real object

of intersection between physical and virtual reality. The
correlation plane, through which the virmal rool may
pass, is vertical in the scene and normal to 2 horizental
projection of the camera's line of sight. The virtual tools
are solid-rendered in the scene as long as they move in
front of this correlation plane, but they become progres-
sively wireframe-rendered as they pass into and behind
the correlation plane. This rendition allows virtual tools
to act nearly like real tools thar become obscured by the
object during interaction. By means of this obscurant
depth cue, the virtual tools are placed in the depth-
correlated scene relative to objects of interest. Then,
directives such as “‘put thar there" are issued as a func-
tion of tool placement and hand gestunng.

When the operator selects the virtual gripper tool
from his toolbox and it pops into this scene, it is dis-
played with its center at the triangulation point {e.g., at

one tip of the piece of pipe or wherever on the abject the
operator targeted a point). When the virtual woel for
gripping is selecred, for example, the gripper pads par-
tally penetrate the correlation plane and are therefore
partially wireframe-rendered when they first appear.
When the operator reaches in with the animated hand
and clenches his instrumented glove to grab the virtual
gripper, he or she now controls the tool's position in the
3D graphic workspace in relation to an object of interest
in the live scene. The operator may slide the tool to the
point he or she perceives to be the center of the pipe
section, if that is where the grasp is to take place, and
then releases the ool in an ordentadon at which the ro-
bort will be able to make a safe grasp (e.g., without dig-
ging into the sand). When satisfied that the grasping
pose is reasonable, the operator unclenches his insoru-
mented glove o achieve tool release, The operator is



































































